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Abstract: In response to the problems of long planning paths, large turning angles, and inability to avoid dynamic obstacles in traditional A* 

algorithm robot path planning, this paper proposes a path planning algorithm that combines improved A* algorithm with artificial potential 

field method. Firstly, the improved A* algorithm searches the neighborhood and heuristic function. Compared with some algorithms, the 

improved A* algorithm reduces the optimal path distance, search nodes, simulation time, and turning angles by 22.78%, 80.65%, 69.84%, 

and 50% respectively. The improved A* algorithm is further optimized by removing redundant nodes and smoothing the path, reducing the 

optimal path, simulation time, and turning angles by 2.08%, 9.1%, and 36.36% respectively compared to the first optimization. For local path 

planning using artificial potential field, the artificial potential field function and adaptive step size are improved. Simulation results show that 

the improved algorithm can overcome the problems of local minima and unreachable targets. Finally, the integrated algorithm simulation 

shows that it can solve the problem of A* algorithm’s inability to avoid dynamic obstacles and guide the robot to move along the optimal path.
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Introduction
With the explosive development of artificial intelligence, intelligent robots have been applied in various industries, including industrial, 

medical, and service industries. In robot navigation, path planning is a crucial research direction for robot motion. Intelligent path planning 

algorithms can generate an optimal path from the starting point to the destination, ensuring safe, precise, and collision-free robot movement.

Path planning algorithms can be divided into global path planning algorithms and local path planning algorithms. Global path planning 

algorithms include Dijkstra's algorithm [1], A* algorithm [2], ant colony algorithm [3], genetic algorithm [4], particle swarm optimization algo-

rithm [5], and others. Local path planning includes artificial potential field method [6], DWA algorithm [7], and others. Dijkstra's algorithm has 

a high time complexity and is not suitable for robot path planning. Intelligent algorithms such as ant colony algorithm and genetic algorithm 

have disadvantages such as high computational complexity and slow convergence speed. The A* algorithm, with the introduction of a heuris-

tic function, can solve the problem of redundant nodes in path planning. However, the A* algorithm can only optimize global paths in static 

maps and cannot accurately avoid obstacles in unknown and dynamic environments. Local path planning can avoid obstacles in unknown and 

dynamic environments, but it cannot find the globally optimal path.

To address the aforementioned issues, this paper proposes a robot path planning algorithm that integrates improved A* algorithm and 

improved artificial potential field method. The algorithm improves the neighborhood search method and the heuristic function of the A* algo-

rithm and removes redundant nodes. For the artificial potential field method, the algorithm improves the potential field function and adjusts 

the step size to escape obstacle influence. To overcome the limitation of A* algorithm in unknown and dynamic environments, an improved 

local path planning algorithm based on artificial potential field is introduced. It can compensate for the shortcomings of the A* algorithm and 

achieve optimal path planning in complex environments.

1. A* Algorithm
1.1 Environmental Model

Currently, common methods for constructing environment maps for robot path planning include the grid method, visibility graph meth-

od, and vector method, among which the grid method is the most widely used[8]. The grid method constructs the robot's movement space into a 

uniformly distributed grid space, as shown in Figure 1 below. In the figure, black represents obstacle areas, and white represents free walking 

areas. The path planning algorithm aims to find a path from the start point to the end point within the grid space to complete the robot's path 

planning.
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Figure 1: Map Model 

1.2 The Classic A* Algorithm
The A* algorithm is a heuristic pathfinding algorithm based on Dijkstra’s algorithm, which improves the heuristic function to enhance 

performance [9]. The grid evaluation function of the A* algorithm is shown in Equation 1:

( ) ( ) ( )f n g n h n= +   (1)
where ( f(n) ) represents the total cost of the nth grid, ( g(n) ) is the actual cost from the initial grid to the nth grid, and ( h(n) ) is the esti-

mated cost from the nth grid to the target grid. The choice of the heuristic estimate ( h(n) ) is crucial:

1. When ( h(n) ) is less than the actual distance, the number of search nodes increases, expanding the search range and reducing efficien-

cy, but the algorithm can find the optimal path.

2. When ( h(n) ) equals the actual distance, search efficiency is highest.

3. When ( h(n) ) exceeds the actual distance, the number of search nodes decreases, the search range narrows, and efficiency increases, 

but the algorithm may not find the optimal path.

4. When ( h(n) ) equals zero, the A* algorithm degrades to Dijkstra's algorithm, greatly increasing search time and the number of nodes, 

but it guarantees finding the optimal path.

Common methods for calculating ( h(n) ) include Manhattan distance (hM), Euclidean distance (hE), and Chebyshev distance (hC )
 [10]. The 

distance formulas are shown in Equations 2, 3, and 4, respectively, where ( xC ) and ( yC ) are the coordinates of the robot's current position, 

and ( xg ) and ( yg ) are the coordinates of the robot's target position. This paper uses the most common Euclidean distance as the basic heuristic 

function for the A* algorithm.

c g cM gh x yx y= − + −   (2)

( ) ( )2 2

c g c gEh xx y y= − + −   (3)

( )2 2 *min( , );

,

C
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= + + −

= − = −
  (4)

Robots walk in grid maps, spreading from the starting point to adjacent grid nodes. The classic A* algorithm uses four directions for dif-

fusion, also known as four-neighborhood search. After continuous improvement by researchers, the original four-neighborhood search method 

has been increased to 8-neighborhood, 16-neighborhood and other search methods [12]. 

1.3 Improving the A* Algorithm
The classic A* algorithm is used for global path planning and can effectively find the global path, but it has several shortcomings such as 

redundant nodes, long search time, and excessive turns. Sometimes it cannot even find the optimal path, which seriously affects the efficiency 

of robot path planning [11]. This paper optimizes the A* algorithm from the following aspects.

1.3.1 Optimization of searching neighborhood
The classic A* algorithm usually performs four-neighborhood search, eight-neighborhood search, 16-neighborhood search, etc. Due to 

the single direction of the four-neighborhood search method, it ignores the possibility of the optimal path that the robot may take diagonally; 

the 16-neighborhood search method significantly increases the number of search nodes, increases the complexity of the algorithm, and there 
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is a possibility of moving through obstacles [12]. In view of the above problems, this paper chooses variable neighborhood search method for 

neighborhood optimization. Through the robot's current node position and the target point for the connection and the positive direction of the 

angle α, through the size of the angle α to dynamically allocate the search domain.

1.3.2 Optimization of heuristic function
The total cost searched by the A* algorithm is judged by the function f(n) for each searchable node, so the f(n) function is the most direct 

factor affecting the search ability of the A* algorithm [13]. To optimize the A* algorithm, a reasonable heuristic function is necessary. Firstly, 

this paper uses the most original heuristic function as the starting function of the A* algorithm, and modifies the weights of the actual cost and 

estimated cost by adding a weighting factor to the actual cost and estimated cost. The formula is shown in Equation 5.
( ) ( ) ( )f n g n h n= α +β   (5)

Based on the distance between the robot's current position and the target position, the estimation function should be adjusted. As shown 

in Formula 6.

( ) ( )22
C 0S gCxx y y= − + −   (6)

*exp( )*(1 / )n Ew S h S= γ +   (7)
Where xC, yC represent the starting point coordinates, while xg and yg represent the ending point coordinates. exp stands for the exponen-

tial function, used to calculate powers of e. γ is the angle correction coefficient.

The improved total cost function is:
( ) * ( ) * ( )* nf n g n h n w= α +β   (8)

1.3.3 Optimization of redundant nodes
The classic A* algorithm is composed of continuous search nodes, which inevitably leads to redundant and unnecessary nodes, increas-

ing the number of turns for the robot and affecting its running performance. Therefore, it is necessary to delete redundant nodes. The optimi-

zation of redundant nodes is divided into two steps:

1) Traverse the search nodes in the A* algorithm, select three nodes in turn, and connect the first node with the third node. Judge the 

distance between the connection line and the obstacle. If the distance between the connection line and the obstacle is less than the set safety 

distance, it means that the path planning does not meet the requirements and the second node is retained. When the distance between the con-

nection line and the obstacle is greater than the set safety distance, it indicates that the route planning is successful and the intermediate node 

is deleted.

2) Repeat the process until all nodes are traversed, retain the remaining nodes, and generate the path.

2. Artificial Potential Field Method
2.1 Classical Artificial Potential Field Method

The Artificial Potential Field (APF) method is widely used as a local path planning algorithm for robots. It was first proposed by Khatib.O. 

In the APF algorithm, the target point and obstacles are virtually generated attractive and repulsive forces for the robot’s movement, guiding 

the robot’s motion through the combined action of gravity and repulsion[13]. The repulsive force field of obstacles is shown in Figure 2 (Frep), 

and the attractive force field of the target point is shown in Figure 2 (Fatt). The resultant force is a vector resulting from the combined action 

of the attractive and repulsive fields, whose direction is the moving direction of the robot. The force analysis diagram of the artificial potential 

field is shown in Figure 2.
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Figure 2: Force analysis diagram of classic artificial potential field
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2.1.1 Gravitational Field
The gravitational potential field represents the attractive force of the target point on the robot. The further the robot is from the target 

point, the stronger the attraction, and vice versa. When the robot reaches the target point, the distance is zero, and the attraction is also zero. 

Therefore, the gravitational potential field function can be represented as:

2
att

1U ( ) ( , )
2 gq q q= γr   (9)

Where ρ represents Euclidean distance, γ is the proportionality coefficient, q is the current position coordinates of the robot, and qg is the 

target point position. Based on the gravitational potential field function, the corresponding gravitational force is established. The gravitational 

force is the negative gradient of the gravitational potential field, which can be expressed as:
( ) ( ) ( , )att att gF q U x q q= −∆ = γr   (10)

2.1.2 Repulsive Field
The repulsive potential field represents the repelling force exerted by the target point on the robot. The further the robot is from the target 

point, the smaller the repelling force it experiences, and vice versa; the closer the distance, the greater the repelling force[14]. When the robot 

moves beyond the influence range of the repulsive field around an obstacle, the repelling force from the obstacle on the robot becomes zero. 

Therefore, the function of the repulsive potential field can be expressed as:

2
0 0

0 0

0 0

1 1 1( ) ,0 ( , )
2 ( , )( )
0 , ( , )

req

k q q
q qU x

q q

 − < r ≤ r r r= 
 r ≥ r

  (11)

Here, k is a positive proportionality constant, which is a constant that represents the maximum distance of influence of the obstacle's re-

pulsive field.

According to the negative gradient of the repulsive potential field function, the repulsive force can be expressed as:
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2.1.3 Resultant Force Field
During the movement of the robot, it is influenced by potential fields from multiple obstacles and target points. The resultant force on the 

robot is the combined effect of several repulsive and attractive forces[15], that is, the potential field experienced by the robot is:
( ) ( ) ( )all att repU p U p U P= +   (13)

According to the equation above, the total force acting on the robot is:
( ) ( ) ( )all att repF p F p F P= +   (14)

2.1.4 Limitations of the Classical Artificial Potential Field
The main shortcomings of the classic artificial potential field method are two-fold: unreachable goals and local minimum issues. When 

robots encounter these problems during path planning, it can lead to failures in path planning, preventing them from successfully completing 

mission objectives.

(1) Target Unreachable Issue

From the formulas of the repulsive and attractive fields, it is known that as the robot gets closer to the target point, the attraction exerted 

by the target point on the robot decreases, while the repulsion increases as the distance to obstacles decreases. When the robot, the target 

point, and the obstacle are aligned on a straight line, and as the robot's distance to both the target point and the obstacle decreases, the attrac-

tion diminishes and the repulsion increases. Near the target point, the total force acting on the robot becomes zero, preventing the robot from 

reaching the target point. This issue is referred to as the target unreachable problem.

(2) Local Minimum Problem

During the robot's navigation, it is influenced by the repulsive force from one or multiple obstacles and the attractive force from the 

target point. If the magnitude of the repulsive force equals the magnitude of the attractive force and their directions are opposite, the resultant 

force acting on the robot becomes zero. In this situation, the robot gets trapped in a local minimum of the potential field and is unable to es-

cape from this local minimum point, leading to a failure in path planning.
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2.2 Improved Artificial Potential Field Method
2.2.1 Improvement of the Potential Field Function

Due to the issues of local minima and target unreachability in the classical artificial potential field method, the following improvements 

are made: incorporating the repulsive force function of obstacles into the direction of attraction to guide the robot’s movement.

1 2
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( , ) ( , )

n
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q q q q

r
= −

r r r
  (15)
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Considering the impact of the robot's velocity on its movement during operation, the influence of velocity on the repulsive force function 

is increased, as shown in Equation 17.
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Among them, μ is a proportional factor, and v is the velocity of the robot.

2.2.2 Adaptive Step Length
The setting of the step length for robot movement is an especially important parameter in robot path planning. A step length that is too 

short results in inefficient path planning, while a step length that is too long can lead to collisions with obstacles or oscillations at the target 

point, failing to meet the requirements of robot path planning[16]. An adaptive variable step length is set so that when the robot is close to 

an obstacle, a smaller step length is used to escape the influence range of the obstacle. When the robot is far from the obstacle, a larger step 

length is adopted to improve the efficiency of robot path planning. When the robot approaches the target point, a smaller step length is used to 

reach the target point more precisely. The improved step length function is shown in Equation 18:

0 min

0

0

,
,
,

l dv d d
l l dv d

l d

α <
= β < r
 > r

  (18)

Among them, 

l0 is the basic step length for escaping, α and β are proportional factors, v is the velocity of the robot's movement, dmin is the set minimum 

distance between the robot and the obstacle, and 

r is the range within which the robot enters the repulsive influence of the obstacle.

3. Algorithm Simulation
3.1 A* Algorithm Simulation

To verify the effectiveness of the improved A* algorithm, a simulation is implemented using the MATLAB 2023b compilation environ-

ment. The simulation is shown in Figure 3, where black represents obstacles, gray represents search nodes, the blue line represents the planned 

path, and the small circles on the blue line are key nodes searched by the algorithm. Figure 3-a shows the simulation of the Dijkstra algorithm, 

Figure 3-b shows the simulation of the A* four-neighborhood search algorithm, Figure 3-c shows the simulation of the A* eight-neighborhood 

search algorithm, and Figure 3-d shows the simulation of the improved A* search algorithm presented in this paper. A comparison of the simu-

lations of each algorithm is shown in Table 1.

(a)                                                                                  (b)
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(b)                                                                                   (d)

Figure 3: Algorithm Simulation Diagram

Table 1: Algorithm Simulation Comparison
Algorithm Path Key Points Simulation Time Turning Angle

Dijkstra Algorithm (a) 27.799 310 7.004 585

A* 4 neighborhood algorithm (b) 36 274 3.860 990

A* 8 neighborhood algorithm (c) 28.385 70 1.279 495

improves the A* algorithm 27.799 53 1.164 495

Figure 3 and Table 1 show that the simulation results indicate that, compared to the Dijkstra algorithm, the algorithm presented in 

this paper is capable of finding the optimal path while reducing the number of search nodes, simulation time, and turning angles by 82.9%, 

83.42%, and 15.38% respectively. Compared to the A* four-neighborhood algorithm, there is a reduction in the optimal path distance, 

number of search nodes, simulation time, and turning angles by 22.78%, 80.65%, 69.84%, and 50% respectively. In contrast to the A* eight-

neighborhood algorithm, there is a decrease in the optimal path distance, number of search nodes, and simulation time by 2.06%, 24.26%, 

and 8.99% respectively. Data analysis indicates that the improved algorithm optimizes various aspects including the optimal path, number of 

search nodes, simulation time, and turning angles when compared to some algorithms. It can be observed that the improved A* algorithm still 

contains redundant key nodes; hence, further optimization is conducted for secondary path planning to eliminate superfluous key nodes and 

smooth the path. The simulation is shown in Figure 4 and Table 2.

Figure 4: Secondary Optimization Simulation 

Table 2: Data for Secondary Optimization Simulation
Algorithm Path Key Points Simulation Time Turning Angle

Improving the algorithm 27.219 10 1.058 315

The simulation results demonstrate that the secondary improved algorithm reduces the optimal path, simulation time, and turning angles 

by 2.08%, 9.1%, and 36.36% respectively compared to the original improved algorithm. The number of path keypoints decreases from 22 to 

10, a reduction of 54.54%. After smoothing, a more optimal path can be planned, with significantly reduced turning angles, making it more 

suitable for practical robotic applications, reducing the difficulty of robot control, and enhancing safety.
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3.2 Artifi cial Potential Field Method Simulation
To address the issues of local minima entrapment and unreachable targets commonly associated with the artifi cial potential fi eld method, 

this paper modifi es the potential fi eld function and incorporates an adaptive step size to escape local minima and reach unattainable targets. 

The simulation is shown in Figure 5, where Figure 5-a illustrates the correction for unreachable target issues, while Figures 5-b and 5-c dem-

onstrate escaping local minima problems.

                                     (a)                                                                      (b)                                                                     (c)

Figure 5: Improved Artifi cial Potential Field Method Simulation

3.3 Fusion Algorithm Simulation
Limited by the A* algorithm, the improved A* algorithm can only plan an optimal path in a known static map. When obstacles are added 

to a known map or in dynamic maps, the A* algorithm cannot meet the planning requirements. The artifi cial potential fi eld method is a local 

path planning algorithm that plans a locally optimal path, but it cannot fi nd the globally optimal path. Moreover, when escaping from special 

environments, the artifi cial potential fi eld method may encounter issues such as long path planning times and low planning effi ciency. To 

address these issues, this paper combines the improved A* algorithm with the improved artifi cial potential fi eld method for robot path plan-

ning. The fused algorithm not only ensures global optimality of the path but also achieves local obstacle avoidance in unknown and dynamic 

environments. By introducing the A* algorithm into the artifi cial potential fi eld method, using the key nodes of the A* algorithm to provide 

directional guidance for escape in the artifi cial potential fi eld method, it effectively escapes local minima and unreachable targets, resulting in 

higher planning effi ciency. 

As shown in Figure 6, where blue represents the starting point, red represents the endpoint, green represents static obstacles, yellow 

represents dynamic obstacles, and the red line represents the path planned by the fusion algorithm. Figure 6-a shows the path planning by the 

fusion algorithm, Figure 6-b shows the path planning with both static and dynamic obstacles added.

(a)                                                                                   (b)

Figure 6: Fusion Algorithm Simulation

The simulation demonstrates that the fused algorithm is capable of fi nding a planned path from the starting point to the endpoint, ad-

dressing the limitations of the A* algorithm in avoiding static and dynamic obstacles, and smoothing the globally optimal path of the A* algo-

rithm. By incorporating local path planning using the artifi cial potential fi eld method, the robot can maximally avoid obstacles and effectively 

prevent collisions with them.

4. Conclusion
This paper proposes a robot path planning approach based on an improved A* algorithm and artifi cial potential fi eld method. The A* 
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algorithm is enhanced through search neighborhood, heuristic function, and redundant node optimizations. The results indicate that the im-

proved A* algorithm significantly improves the number of search nodes, simulation time, and turning angles while ensuring an optimal path, 

making it more suitable for global path planning of robots in static environments. The artificial potential field method is refined by modifying 

the potential field function, introducing adaptive step sizes, and integrating key nodes from the A* algorithm to overcome issues of local minima 

and unreachable targets, achieving local path planning. The fusion algorithm enables robot motion planning in unknown environments, satisfying 

both global optimal path planning and local robot motion obstacle avoidance, maximally avoiding obstacles, and enhancing the safety of robot 

motion. Future work will incorporate more intelligent path planning algorithms to further improve the level of robot intelligence.
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