
- 12 -� ������������������������

easy to heat and more portable.

1.2 Manufacturing Skills and Processes

fast, the temperature should be moderate in the blowing process, and the trick of pores is to knead sugar evenly. It is easy to 

knead without force. The key technology of the sugar blower is blowing and pinching. The craftsman uses a small wooden stick 

to wrap a little sugar syrup, pinches a simple shape with his hand, and then blows it gently. The sugar syrup blows more and 

more like a balloon. With the cooperation of hand pulling, pinching and pulling, he shapes various shapes while blowing. Soon, 

a lifelike animal or plant shape appears. The production of marshmallow blowing sugar generally has the following processes: 1 

First stir the sugar syrup with appropriate temperature evenly, then wrap a little sugar syrup with a small wooden stick, put it in 

your hand and knead it back and forth like noodles to form a ball, then gently press a pit with your thumb, then close the small 

hollow oblate ball, and then gradually shape it with both hands; 3. To be blow-molded, you can use bamboo sticks, scissors and 

It has two very important tricks in the production process of blowing sugar. First, the raw materials should be good enough 

with the appropriate temperature. The best maltose shall be selected for further progress. The temperature in the production 

process shall not be too high or too low. When the temperature is high, the maltose is soft and can not be shaped, and when the 

temperature is low, the maltose is too hard and can not be shaped. Therefore, it is very important to boil the dilute sugar. Sugar 

blowing pays attention to both seasons and regions. The best season for sugar blowing is generally from October to April of the 

next year. During this period, the temperature is low, it is easy to set, and the weather is dry and not easy to melt. Compared 

with the south, sugar blowing is more suitable in the north. The weather in the south is humid and the sugar is easy to melt. The 

their hands. Second, blow while molding and use gas properly. When blowing, we should grasp the strength, pay attention to the 

priorities, cooperate with the different actions of both hands, and quickly complete the modeling before the sugar hardens. This 

is the key to the production of sugar blowing man, which can not be taught by language, and the producer needs to ponder and 

experience through practice. The sugar blower is not simple as looks. It takes years of practice for craftsmen to have very skilled 

techniques and skills. Because the temperature of the sugar syrup is very high, sugar blowers often have thick calluses on their 

.

Therefore, the manufacturing technology and process of Ma’s sugar blowing are very particular. Due to the characteristics 

of the material sugar syrup, the manufacturing process should not be long. It has to be completed in about a minute, and 

some times are even shorter. Once it is not completed in a short time, the sugar syrup will slowly harden due to the change of 

temperature, so there is no way to shape it. The production process of Ma’s sugar blowing man mainly focuses on the hand (the 

hand should be fast, accurate and skillful), the eye (the eye should see the position), the heart (the heart should be peaceful 

stable), and the temperature (the temperature of the sugar should be well matched with the temperature and humidity of the 

weather). This is the uniqueness of Ma’s sugar blowing technology.

2 Subject matter and content
The subjects of Ma’s sugar blowing are animals and plants. Animal Themes mainly include the twelve zodiac series and 

animals with auspicious meanings. Plants include gourd, pepper, corn, radish, apple, pomegranate and other simple themes. 

There are two forms of these themes: single form and combined form. Some animals can shape a variety of images, such as 

cattle, bullfighting, buffalo, yellow bull, etc; Another example is the horse, including galloping horse, warhorse, flying horse, 
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1. Introduction
Based on the initially proposed Apriori algorithm, which is simple and easy to implement, challenges arise when dealing with dense 

databases. The need for multiple scans to generate numerous candidate itemsets leads to significant memory consumption. In response to this 

issue, the later-developed FP-growth algorithm addresses the shortcomings of Apriori by requiring only two scans. It represents transactions 

using a compressed tree, effectively reducing the need for frequent database scans. However, when dealing with long transactional databases, 

FP-growth still encounters challenges, as there are substantial potential candidate itemsets that occupy significant space and increase runtime. 

To address these shortcomings, this research focuses on improving the algorithm by reducing the number of database accesses, optimizing the 

generation of candidate itemsets, and enhancing support calculation methods to increase mining efficiency. Additionally, the study explores 

the optimization of data storage space by altering data structures and storage methods.

In response to the low efficiency issue, this paper proposes an improved algorithm, ICFM-growth, based on the FP-growth algorithm. 

ICFM-growth aims to address the challenges posed by dense and long transactional databases by refining the process of mining frequent pat-

terns. The proposed improvements include reducing the frequency of database accesses, optimizing the generation of candidate itemsets, and 

refining the support calculation method. Furthermore, the study delves into changes in data structure and storage methods to optimize data 

storage space. Through these enhancements, ICFM-growth seeks to overcome the limitations of existing algorithms and provide a more effi-

cient solution for frequent pattern mining in the context of diverse and challenging database scenarios.

2. Problem Statement
2.1 Association Rules

Association rules have significant applications in daily life, such as analyzing shopping baskets in supermarkets and exploring implicit 

associations in sales transactions, like the combination sales of beer and diapers. The expression format of association rules is represented as 

X→Y, where Support and Confidence are two crucial metrics for association rules.

2.2 Frequent Itemsets
In daily life, a collection of frequently occurring items is commonly referred to as a "frequent itemset." The essential metric for frequent 
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itemsets is the support, which serves as the threshold for identifying such sets. Only those itemsets that meet the minimum support threshold 

are considered frequent itemsets. Transactions, items, itemsets, and support are the fundamental elements in frequent pattern mining.

Let I = {i1, i2, i3, i4, ..., im} be a set composed of m distinct items. Each item may represent a disease or a medication in a healthcare 

context. The sets formed by different combinations of items are referred to as itemsets, and a collection of k-itemsets is known as a k-itemset. 

D represents the database, where a transaction T in D is a collection of items from I, denoted as T ∈ D. In this context, T signifies the set of 

medications purchased by a patient in a single buying instance. The minimum support threshold is user-specified, and only itemsets that sat-

isfy the minimum support (minsup) are recognized as frequent itemsets.

2.3 Frequent Pattern Growth Tree
The FP-tree is designed for discovering frequent patterns rather than generating candidate itemsets. It involves constructing the FP-tree 

tree and mining frequent patterns. The FP-tree operates by sequentially reading transactions and mapping them to paths in the FP-tree. Differ-

ent transactions are placed on distinct paths, where many distinct items may appear on the same path. To optimize memory space, the items on 

the same path are compressed into a single path, and the count of duplicated nodes is incremented.

3. Algorithm Description of ICFM-growth
Based on the FP-growth algorithm, an improved algorithm named ICFM-growth is proposed with the objectives of reducing the mining 

search space, conserving memory, shortening runtime, improving the quality of frequent pattern mining, and enhancing mining efficiency. 

Firstly, an Item Co-occurrence Frequency Matrix is constructed, and matrix frequencies are calculated. Secondly, the correlation between 

items is computed, and a threshold is set for filtering, determining important item pairs. Lastly, important item pairs are selected, and frequent 

itemsets are extracted from the FP-tree, aiming to mine high-quality frequent patterns.

The specific process description of the ICFM-growth algorithm is as follows: Input: Minimum support threshold (minsup), transaction 

database D, matrix threshold Output: Full set of frequent patterns Procedure: 

(1) Begin by constructing the item co-occurrence frequency matrix using the transaction dataset. Traverse the entire dataset, tally the 

occurrence frequency of each item, where the frequency represents the support count of the item. The item co-occurrence frequency matrix is 

used to describe the co-occurrence relationships between items, facilitating the analysis of the simultaneous occurrence frequency of items in 

the dataset. Definition: Assuming there are N items, a matrix M of size N×N can be constructed, where M[i][j] represents the number of times 

items i and j co-occur or their co-occurrence frequency. For example, consider a supermarket transaction dataset with multiple transaction 

records, each representing a shopping basket, and each item representing a product in the basket. Transactions: {A, B, C}, {A, C, D}, {B, C, E}, 

{A, B, C, E}. Based on this dataset, construct an item co-occurrence frequency matrix, where rows and columns represent different items, and 

matrix elements indicate the corresponding co-occurrence frequency of item pairs. In this example, a possible item co-occurrence frequency 

matrix may look like the following:

Table 3.1 Item Co-occurrence Frequency Matrix

In the dataset, the number of times items A and B co-occur is 2, and the number of times items C and D co-occur is 1, and so forth. 

Based on the item co-occurrence frequency matrix, preliminary filtering is performed. This involves setting a threshold to filter out item pairs 

with co-occurrence counts below the threshold, thereby reducing the scale of mining. The focus is on items with higher frequencies.

(2) Compute the matrix threshold. Set a threshold to determine which item pairs are important. This threshold is based on the average 

co-occurrence frequency of item pairs. If the value of (M_{ij}) is greater than or equal to this threshold, the item pair ((i, j)) is considered im-

portant.

Let Mij represent the co-occurrence frequency of items i and j. Set a threshold T, which is determined based on the average co-occur-

rence frequency of item pairs. Define the matrix's average value as the average co-occurrence frequency. The set of important item pairs I can 

be represented as:
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In the equation, i and j are indices or identifiers of items; 

Mij is the co-occurrence frequency of items i and j; 

T is the set threshold; 

M is the ave rage co-occurrence frequency of item pairs.

(3) Item Pair Filtering. Assuming I is the set of important item pairs composed of co-occurrence frequencies greater than or equal to the 

threshold T, introduce filter(I) as a filtering function used to select highly correlated item pairs. The filtering result F can then be expressed as:

F=filter(I)� (3.3)

In the equation, I is the set of important item pairs, i.e., I = {(i, j) | Mij ≥ T};

F is the set of highly correlated item pairs after filtering.

Specifically, filter(I) represents the process of filtering item pairs from I, retaining only highly correlated item pairs. This filtering process 

may involve evaluating co-occurrence frequencies and other metrics to determine which item pairs are considered highly correlated.

(4) Mine Frequent Itemsets. Based on the filtered items from the co-occurrence matrix, use the FP-Growth algorithm to extract frequent 

itemsets from the FP-tree. The FP-Growth algorithm constructs an FP-tree (Frequent Pattern Tree), a special tree structure, to store informa-

tion about frequent itemsets. This process avoids the generation of numerous candidate itemsets, thus improving efficiency. The algorithm 

starts by sorting all items by their frequency and then transforms the dataset into an FP-tree. Subsequently, for each item (starting from the 

least frequent), its conditional pattern base is generated, which is a small FP-tree representing all paths containing that item. These conditional 

pattern bases are then used to generate more frequent itemsets. This process can be recursive until no new frequent itemsets are generated.

4. Performance Comparison of ICFM-growth Algorithm
The experiment was conducted on the PyCharm platform version 2023.2.1, utilizing an 11th Gen Intel(R) Core(TM) i5-1135G7 proces-

sor. Two public datasets, namely "house data" and "movie data," were employed for the simulation experiment.

Three algorithms, namely ICFM-growth, Apriori, and FP-growth, were evaluated on the two datasets under varying support threshold 

values. The correctness and scientific validity of the ICFM-growth algorithm were verified by setting different support threshold values. The 

runtime of each algorithm was recorded under different support threshold settings, with shorter times indicating higher mining efficiency.

Support thresholds were set at 0.20, 0.21, 0.22, 0.23, 0.24, 0.25, 0.26, 0.27, 0.28, and 0.29. The experimental results are presented in 

Tables 3.8 and 3.9 (execution time unit: seconds). A comparative analysis was performed between the ICFM-growth algorithm and classi-

cal frequent pattern mining algorithms (Apriori and FP-growth). The comparison focused on mining efficiency, runtime, and the number of 

generated frequent itemsets. The correctness of the algorithms was tested by comparing the frequent itemsets mined under the same support 

threshold. Additionally, the efficiency and runtime of the three algorithms were compared under the same support threshold and across differ-

ent datasets.

As shown in Table 3.8, the improved algorithm demonstrated higher time efficiency compared to classical algorithms Apriori and FP-

growth. Apriori had the lowest runtime efficiency, with longer runtimes compared to the improved algorithm and FP-growth on the same data-

set. ICFM-growth had the shortest runtime and highest efficiency, consistent across different support threshold settings.

Table 3.8: Comparison of Execution Times for Three Algorithms on the Movie Data Dataset

Support 0.20 0.21 0.22 0.23 0.24

ICFM-growth 0.077 0.066 0.050 0.040 0.033

FP-growth 0.122 0.094 0.083 0.071 0.058

Apriori 4.820 4.670 4.671 4.687 4.711

Support 0.25 0.26 0.27 0.28 0.29

ICFM-growth 0.028 0.025 0.024 0.019 0.019

FP-growth 0.053 0.050 0.047 0.047 0.040

Apriori 4.665 4.659 4.739 5.015 4.724

Transforming the experimental data from the table into line charts, due to the different units of measurement for execution times between 

the Apriori algorithm and the ICFM-growth and FP-growth algorithms, the performance of the ICFM-growth algorithm and the FP-growth 

algorithm on the same line chart is not distinguishable and nearly overlaps. Therefore, separate images are used to represent them, as shown in 

Figures 3.3 and 3.4.
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Figure 3.3: Comparison of Execution Times for Two Algorithms on the Movie Data Dataset

Figure 3.4: Comparison of Execution Times for Three Algorithms on the Movie Data Dataset

From Figure 3.3, it can be observed that at a support threshold of 0.20, the runtime of the ICFM algorithm is 0.077, while the runtime 

of the FP-growth algorithm is 0.122. The ICFM-growth algorithm outperforms the original algorithm significantly. As the support threshold 

increases, the runtime of both algorithms gradually decreases. However, the runtime of the ICFM-growth algorithm is significantly less than 

that of the original algorithm. This indicates that the mining efficiency of the ICFM-growth algorithm is notably higher than the classical FP-

growth algorithm, demonstrating a significant improvement in the effectiveness of the improved algorithm.

Table 3.9: Comparison of Execution Times for Three Algorithms on the House Data Dataset

Support 0.20 0.21 0.22 0.23 0.24

ICFM-growth 0.063 0.048 0.044 0.040 0.031

FP-growth 0.118 0.099 0.085 0.071 0.060

Apriori 3.661 3.436 3.431 3.450 3.560

Support 0.25 0.26 0.27 0.28 0.29

ICFM-growth 0.029 0.027 0.025 0.024 0.021

FP-growth 0.058 0.056 0.054 0.051 0.044

Apriori 3.499 3.522 3.501 3.476 3.492
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Transforming the experimental data from the table into line charts, due to the different units of measurement for execution times between 
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Figure 3.5: Comparison of Execution Times for Two Algorithms on the House Data Dataset

Figure 3.6: Comparison of Execution Times for Three Algorithms on the House Data Dataset

This dataset has fewer instances than the Movie Data dataset, but it has more feature attributes, resulting in relatively shorter runtimes. 

However, the ICFM-growth algorithm still exhibits the shortest runtime. The combination of co-occurrence matrix and FP-Growth algorithm 

significantly reduces unnecessary computations by focusing on high-frequency co-occurring item pairs. In the FP-Growth phase, since im-

portant item pairs have already been filtered, the algorithm can directly operate on these pairs rather than the entire dataset, thereby reducing 

search space and computational complexity. Additionally, the structure of the FP-tree enables the algorithm to more efficiently store and proc-

ess data, avoiding the frequent scanning of the entire database in traditional Apriori algorithms.

5. Conclusion
This algorithm simplifies the computation of the FP-tree by focusing on high-frequency co-occurring item pairs. It optimizes the initial 

steps of the algorithm, avoiding the generation of numerous candidate itemsets, reducing unnecessary calculations in the FP-growth algorithm, 

enhancing the algorithm's mining capabilities, and improving the efficiency of frequent pattern mining. It is particularly suitable for dense and 

large-scale datasets.
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